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Abstract

Recently, it became apparent that group-oriented services are one of the primary application
classes targeted by MANETs. As a result, several MANET-specific multicast routing protocols
have been proposed. Although these protocols perform well under specific mobility scenarios,
traffic loads and network conditions, no single protocol has been shown to be optimal in all
scenarios. The goal of this paper is to characterize the performance of multicast protocols over
a wide range of MANET scenarios. To this end, we evaluate the performance of mesh- and tree-
based multicast routing schemes relative to flooding and recommend protocols most suitable for
specific MANET scenarios.

Based on the analysis and simulation results, we also propose two variations of flooding:
scoped flooding and hyper flooding as means to reduce overhead and increase reliability, re-
spectively. Another contribution of the paper is a simulation-based comparative study of the
proposed flooding variations against plain flooding, mesh-, and tree-based MANET routing.
In our simulations, in addition to “synthetic” scenarios, we also used more realistic MANET
settings, such as conferencing and emergency response.
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1 Introduction

Mobile multi-hop ad hoc networks (MANETs) are characterized by lack of any fixed network

infrastructure. In a MANET, there is no distinction between a host and a router, since all nodes

can be sources as well as forwarders of traffic. Moreover, all MANET components can be mobile.

MANETs differ from traditional, fixed-infrastructure mobile networks, where mobility occurs

only at the last hop. Although issues such as address management arise in the latter, core network

functions (especially, routing) are not affected. In contrast, MANETs require fundamental changes

to conventional routing and packet forwarding protocols for both unicast and multicast communi-

cation. Conventional routing mechanisms, which are based on routers maintaining distributed state

about the network topology, were designed for wired networks and work well in fixed-infrastructure

1



mobile networks. However, topology changes in MANETs can be very frequent, making conven-

tional routing mechanisms both ineffective and expensive.

When it became clear that group-oriented communication is one of the key application classes in

MANET environments, a number of MANET multicast routing protocols have been proposed [7,

18, 6, 19, 20, 8]. These protocols can be classified according to two different criteria. The first

criterion has to do with maintaining routing state and classifies routing mechanisms into two types:

proactive and reactive. Proactive protocols maintain routing state, while the reactive – reduce the

impact of frequent topology changes by acquiring routes on demand.

The second criterion classifies protocols according to the global data structure used to forward

multicast packets. Existing protocols are either tree- or mesh-based. As in fixed (non-mobile) mul-

ticast routing, tree-based protocols build a tree over which multicast data is forwarded. Although

bandwidth-efficient, tree-based protocols do not always offer sufficient robustness. Certain key fea-

tures of MANETs, such as fast deployment, make them well-suited for critical environments (e.g.,

battlefield or disaster recovery) where robustness and reliability are essential. Thus, one of the

main challenges for multicast routing in MANETs is the need to achieve robustness in the presence

of universal mobility and frequent node outages. For this purpose, mesh-based protocols build a

mesh for forwarding multicast data and thus address robustness and reliability requirements with

path redundancy inherent to meshes.

The focus of our work is to explore the design space of multicast routing protocols in MANETs.

More specifically, one of the goals of this paper is to characterize the merits of mesh- and tree-based

protocols for a wide range of MANET conditions and make recommendations for protocols best-

suited to specific MANET settings. To this end, we conducted extensive simulations employing a

wide range of mobility and traffic load conditions, as well as different multicast group characteristics

(e.g., number of sources and number of receivers). Our study compares the performance of the On-

Demand Multicast Routing Protocol (ODMRP) [7] as the representative of mesh-based protocols

against Multicast Ad Hoc On-Demand Distance Vector (MAODV) [18] representing tree-based

schemes. Both protocols belong to the reactive category. As a yardstick in our comparisons, we

use flooding, arguably the simplest and oldest mesh-based routing technique. Despite the hefty

overhead, it provides the best delivery guarantees for unicast, multicast and broadcast in wired

2



networks. However, in flooding redundant broadcasts may cause serious contention and collision

problems in MANETs. (Some of our preliminary simulation results can be found in [15].)

ODMRP was chosen since it has been shown to be the best performer in the comparative study

reported in [13]. In fact, [13] compares the performance of ODMRP and CAMP [6] as mesh-

based protocols against AMRoute [2] and AMRIS [20], representing tree-based mechanisms. The

comparative performance study portion of this paper differs from [13] in a number of ways. First,

we use MAODV as representative of tree-based multicast routing since it does not exhibit the

limitations of AMRoute and AMRIS, both of which rely on an underlying unicast routing protocol.

Additionally, AMRoute is susceptible to transient routing loops. Another distinguishing feature of

our study is that it investigates a wider range of MANET scenarios subjecting the protocols under

consideration to more stringent network conditions including higher mobility and traffic load, as

well as a variety of multicast group characteristics (e.g., number of traffic sources, group size and

density). Finally, besides synthetic MANET environments, our study also considers more realistic

scenarios such as conferencing and emergency response operations.

Based on these simulation results we also explore the need for new protocols that provide high

delivery guarantees with low overhead. Routing protocol overhead can be especially harmful in

typical MANET scenarios where nodes are both bandwidth- and energy-constrained. While flooding

generates no control traffic, it involves redundant retransmissions. We examine scoped flooding, a

variation of flooding that aims at reducing overhead inherent to plain flooding. Simulation results

show that, at low mobility ranges (0-75 km/hr), scoped flooding achieves overhead savings of 20%

compared to flooding and 15% compared to ODMRP. Interestingly, in “concrete scenarios” these

overhead savings are obtained at better or comparable packet delivery ratios than ODMRP and

MAODV. These overhead savings can prove to be crucial in energy constrained environments.

We also investigate another flavor of flooding referred to as hyper flooding for MANET scenarios

where reliability is the primary issue. Through simulations, we show that hyper flooding can provide

better reliability gains at high mobility (75-150 km/hr), which is obtained at the cost of an overhead

increase compared to plain flooding. Mission-critical applications that require high reliability and

timely delivery in the presence of fast-moving nodes (e.g., aircraft) may be willing to pay the price

of higher overhead.
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The rest of this paper is organized as follows. In the next section, we overview ODMRP and

MAODV and briefly describe our implementation of flooding. Section 3 describes the simulation

environment used, including a detailed description of the simulation parameters. In Section 4,

we present simulation results comparing the performance of mesh- (ODMRP and flooding) and

tree-based (MAODV) multicast routing protocols under a variety of MANET scenarios, as well as

a qualitative comparison of the protocols based on our results. Section 5 describes scoped- and

hyper flooding and Section 6 presents simulation results comparing their robustness and overhead

relative to plain flooding, ODMRP, and MAODV. We present results for both synthetic as well

as more concrete MANET scenarios. Section 7 describes related work efforts and in Section 8 we

present some concluding remarks as well as items for future work.

2 Mesh- and Tree-Based Multicast Overview

In this section we review the operation of mesh- and tree-based multicast routing using ODMRP

and MAODV as examples of mesh- and tree-based protocols, respectively. We also highlight the

main features of our implementation of flooding.

2.1 On Demand Multicast Routing Protocol (ODMRP)

The On-Demand Multicast Routing Protocol (ODMRP) [7] falls into the reactive protocol category

since group membership and multicast routes are established and updated by the source whenever

it has data to send. Unlike conventional multicast protocols which build a multicast tree (either

source-specific or shared by the group), ODMRP is mesh-based. It uses a subset of nodes, or

forwarding group, to forward packets via scoped flooding.

Similar to other reactive protocols, ODMRP consists of a request phase and a reply phase. When

a multicast source has data to send but no route or group membership information is known, it

piggybacks the data in a Join-Query packet. When a neighbor node receives a unique Join-Query,

it records the upstream node ID in its message cache, which is used as the node’s routing table,

and re-broadcasts the packet. This process’ side effect is to build the reverse path to the source.
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When a Join-Query packet reaches the multicast receiver, it generates a Join-Table packet that is

broadcast to its neighbors. The Join-Table packet contains the multicast group address, sequence

of (source address, next hop address) pairs, and a count of the number of pairs. When a node

receives a Join-Table, it checks if the next node address of one of the entries matches its own

address. If it does, the node realizes that it is on the path to the source and thus becomes a part

of the forwarding group for that source by setting its forwarding group flag. It then broadcasts its

own Join-Table, which contains matched entries. The next hop IP address can be obtained from

the message cache. This process constructs (or updates) the routes from sources to receivers and

builds the forwarding group. Membership and route information is updated by periodically (every

Join-Query-Refresh interval) sending Join-Query packets. Nodes only forward (non-duplicate)

data packet if they belong to the forwarding group or if they are multicast group members. By

having forwarding group nodes flood data packets, ODMRP is more immune to link/node failures

(e.g., due to node mobility). This is in fact an advantage of mesh-based protocols. Figure 1

illustrates how the mesh is created in ODMRP.

������
������

������
������

�������
�������
�������
�������

�������
�������
�������
�������

�������
�������
	�	�	�	
	�	�	�	

Qu
er
y

Que
ry

Query

Query

Query

Qu
er

y

Reply

Reply
FG

FG Source

Qu
er
y

Re
pl
y

Que
ry

Qu
er
y

Que
ry

Re
pl
y

Re
pl
y

FG

FG

Reply

Receiver

Receiver

Receiver

Reply

Figure 1: Mesh formation in ODMRP

2.2 Multicast Ad hoc On-Demand Distance Vector (MAODV)

MAODV is an example of a tree-based multicast routing protocol (Figure 2 illustrates MAODV

tree formation). Similar to ODMRP, MAODV creates routes on-demand. Route discovery is based

on a route request Rreq and route reply Rrep cycle. When a multicast source requires a route to
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a multicast group, it broadcasts a Rreq packet with the join flag set and the destination address

set to the multicast group address. A member of the multicast tree with a current route to the

destination responds to the request with a Rrep packet. Non members rebroadcast the Rreq

packet. Each node on receiving the Rreq updates its route table and records the sequence number

and next hop information for the source node. This information is used to unicast the Rrep back

to the source. If the source node receives multiple replies for its route request it chooses the route

having the freshest sequence number or the least hop count. It then sends a multicast activation

message Mact which is used to activate the path from the source to the node sending the reply.

If a source node does not receive a Mact message within a certain period, it broadcasts another

Rreq. After a certain number of retries (Rreq-Retries), the source assumes that there are no other

members of the tree that can be reached and declares itself the Group Leader. The group leader

is responsible for periodically broadcasting group hello (Grp-Hello) messages to maintain group

connectivity. Nodes also periodically broadcast Hello messages with time-to-live = 1 to maintain

local connectivity.
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Figure 2: Tree creation in MAODV

2.3 Flooding

Our implementation of routing by flooding is quite standard: when a node receives a packet, it

broadcasts the packet except if it has seen that packet before. Nodes keep a cache of recently

received packets; older packets are replaced by newly-received ones. A node only re-broadcasts a
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packet if that packet is not in the node’s cache.

We use a well-known randomization technique to avoid collisions: when a node receives a

packet it waits a random time interval between 0 and flooding interval before it rebroadcasts

the packet.

Table 1 summarizes key characteristics of the three protocols under investigation.

Protocol Configuration Loop Free Periodic Messaging Control Packet Flooding

Flooding Mesh Yes No No
ODMRP Mesh Yes Yes Yes
MAODV Tree Yes Yes Yes

Table 1: Protocol Summary

3 Simulation Model and Methodology

We used ns-2 as the simulation platform. ns-2 is a popular discrete-event simulator which was

originally designed for for wired networks and has been subsequently extended to support simula-

tions in mobile wireless (and MANET) settings. In particular, we use the CMU Monarch group’s

extensions that enable ns-2 to simulate multi-hope MANETs [4]. Some MANET scenarios used

in our simulations were generated using a scenario generator for ad hoc networks [17]; they are

described in detail in Section 6.2 below.

3.1 MANET Scenarios

We use two type of MANET scenarios in our simulations. In “synthetic” scenarios, parameters

such as mobility, multicast group size, traffic sources, and number of multicast groups are varied

over an arbitrary range of values. We also define more “concrete” environments reflecting specific

MANET applications, namely impromptu teleconferencing and disaster relief/recovery scenarios.

These more concrete MANET scenarios were generated using the scenario generator presented in

[17] and are described in detail in Section 6.2.

In the synthetic scenario simulations, 50 nodes are randomly placed in a 1000 m2 field. Each

node transmits a maximum of 1000 packets (256 bytes each) at various times during the simulation.
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Nodes’ channel bandwidth is set to 2 Mbit/sec and their transmission range is 225 meters. For

these simulations, senders are chosen randomly from the multicast group members. All member

nodes join at the start of the simulations and remain members throughout the duration of the

simulation.

3.2 Mobility Model

The mobility model used is a modified version of the random-waypoint model also known as the

bouncing ball model. In this model, nodes start off at random positions within the field. Each node

then chooses a random direction and keeps moving in that direction till it hits the terrain boundary.

Once the node reaches the boundary it chooses another random direction and keeps moving in that

direction till it hits the boundary again. An important aspect of our modified mobility model is

that we always set Vmin to be non-zero. In fact we set Vmin = Vmax for most of our simulations.

Hence the bouncing ball model does not suffer from the drawbacks of the random mobility model

as shown in [21].

3.3 Traffic Model

A constant bit rate (CBR) traffic generator was used for synthetic scenarios. The data payload

size was fixed at 256 bytes. Senders were chosen randomly among network nodes. Network traffic

for different sender populations was maintained constant at 50 Kbps by adjusting the inter-packet

interval for the CBR sources. For concrete scenarios we also used the ON-OFF traffic generator.

Each source transmitted at 5 Kbps with a burst period of 3 secs and idle time of 3 secs.

3.4 Metrics

We use the following metrics in evaluating the performance of the different multicast routing pro-

tocols.

• Packet delivery ratio is computed as the ratio of total number of unique packets received

by the receivers to the total number of packets transmitted by all sources times the number

of receivers.
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• Routing overhead is the ratio between the number of control bytes transmitted to the num-

ber of data bytes received. In ODMRP, control bytes account for Join-Query and Join-Table

packets. It also includes data packet header bytes forwarded by forwarding group members.

In MAODV, control bytes account for the Rreq, Rrep, Mact, Hello, and Grp-Hello packets.

It also includes the data packet headers forwarded by intermediate nodes. In flooding, con-

trol bytes include all data header bytes forwarded by network nodes. We also account for the

length of the IP header in our calculation of routing overhead.

• Group reliability is a measure of the effectiveness of the routing protocol in delivering

packets to all receivers. We compute group reliability as the ratio of number of packets

received by all multicast receivers to number of packets sent. Thus, for this metric, a packet

is considered to be received only if it is received by every member of the multicast group.

Other Parameters

While Table 2 summarizes generic simulation parameters, Table 3 and 4 summarize ODMRP- and

MAODV-specific parameters, respectively.

Parameter Value Description

number-of-nodes 50 simulation nodes
num-packets 1000 messages sent by a node
packet-size 256 bytes data packet size

field-range-x 1000 m X-dimension of motion
field-range-y 1000 m Y-dimension of motion
power-range 225 m node’s transmission range
bandwidth 2 Mbit/s node’s bandwidth

simulation-time 500 s simulation duration
node-placement random node placement policy
propagation-func Free-Space propagation function

radio-type Radio-No-Capture no capture effect
mac-protocol 802.11 MAC layer

transport-protocol UDP transport layer

Table 2: Simulation parameters.

Parameter Value

Join Query refresh interval 3 secs
Forwarding Group Timeout 3 secs

Route Timeout 5 secs
Data Rebroadcast interval 25 ms

Table 3: ODMRP parameters
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Parameter Value

Group Hello Interval 5 secs
Hello Interval 1 sec
Mtree Build 3 secs

Route Discovery Timeout 3 secs

Table 4: MAODV Parameters

4 Simulation Results

In this section, we report simulation results comparing ODMRP, MAODV, and flooding. In these

simulations, we use synthetic MANET scenarios, in which we subject the protocols to a wide range

of mobility, traffic load, and multicast group characteristics (i.e., group size and number of sources).

We ran each simulation (keeping all parameters constant) five times, each time using a different

seed value. Each data point in the graphs below, represents the average across all five runs. The

error-bars shown in the graphs represent a confidence interval (CI) of 95% 1.

In our simulations the senders are chosen at random from the multicast group. All nodes join

as members at the start of the simulations and remain members throughout the duration of the

simulation.

We should point out that in the performance study reported in [13], speeds were limited to 72

km/h and the number of sources to 20 in a network of 50 nodes. Except when varying multicast

group size from 5 to 40 receivers, all other simulations performed in the above mentioned study used

20-node multicast groups. The study in [13] does not include MAODV in the pool of evaluated

multicast protocols.

4.1 Effect of Mobility

The mobility experiment consisted of 5 traffic sources and 20 receivers chosen randomly. Each

source transmitted 10 Kbps and thus the overall network load was 50 Kbps. Average node speed

was varied between 0 and 150 kms/hr. Speeds of 150 kms/hr might at first seem too high. However,

we claim that such high speed is very reasonable whenever a MANET includes fast-moving nodes,

such as: helicopters, fixed-wing aircraft as well as police, military and other emergency vehicles.

1Although we calculated the 95% CI for all graphs, we only show error-bars in graphs where they do not impact
readability
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4.1.1 Packet Delivery Ratio

Figure 3 shows how protocol reliability varies with mobility (node speed).
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Figure 3: Packet delivery ratio as a function of node mobility

The general trend we observe from Figure 3 is that, especially at high mobility, flooding performs

better than ODMRP which in turn performs better than MAODV.

Comparing flooding to ODMRP, we notice that – at lower speeds – the difference in packet

delivery ratio is between 5% and 7%. This result agrees with what was observed in [13]. How-

ever, at higher speeds the gap in packet delivery ratio starts widening. In the case of ODMRP,

increased mobility requires that forwarding group members be updated more frequently. However,

the frequency at which routes are refreshed (using periodic Join-Queries) remains constant, i.e.,

does not change with node speed. One way to address this problem is to update forwarding group

members more often through more frequent Join-Queries. This of course would result in higher

control overhead and possibly greater packet loss due to contention.

Comparing ODMRP with MAODV, we observe that ODMRP exhibits better (by roughly 10%)

packet delivery ratios. Since ODMRP maintains meshes, it has multiple redundant paths to re-

ceivers and is not affected by mobility as greatly as MAODV. Increased mobility causes frequent

link changes and requires MAODV to reconfigure the multicast tree more frequently to prevent

stale routing information. This in turn requires higher control traffic which can have a negative

effect of increased packet loss due to contention and hidden terminals.
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4.1.2 Routing Overhead
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Figure 4: Routing overhead as a function of node mobility

Figure 4 plots control overhead per data byte transferred as a function of mobility. Note

that flooding’s overhead does not change with mobility as only data header packets contribute to

overhead. In ODMRP, the Join-Query interval was fixed at 3 seconds and hence control overhead

remains fairly constant with node mobility. The slight increase in overhead at higher speeds (around

55 km/hr) is due to the fact that the number of data bytes delivered decreases with increased

mobility. In the case of MAODV, increased mobility causes frequent link breakages and data

packet drops; link outages also generate repair messages increasing control overhead.

4.1.3 Group Reliability

Since MANETs often target mission-critical applications, scenarios that require data transmission

to be received by all multicast group members in a timely fashion are quite common. While a

reliable transport protocol would repair losses detected by the communication end points, having

the highest possible delivery rate from the underlying routing protocol improves the system’s overall

efficiency, including response time. Our group reliability metric tries to capture the effectiveness of

routing protocols in delivering packets to all group members.

Figure 5 plots group reliability as a function of node speed. From the figure it can be seen

that flooding is most effective in delivering packets to all group members (as expected). Moreover,

flooding is able to keep group reliability fairly constant even at higher speeds.
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Figure 5: Group reliability as a function of node mobility

Both ODMRP and MAODV exhibit poor performance even at low mobility (group reliability

lower than 50% for speeds higher than 10 km/hr) . However, as expected, ODMRP exhibits better

group reliability than MAODV. Although ODMRP can maintain multiple routes to receivers, the

mesh connectivity is largely dependent on the number of senders and receivers. In case of 5 senders,

mesh connectivity is insufficient to ensure packet delivery to all group members (especially, with

node mobility) resulting in low group reliability.

Since MAODV delivers packet along a multicast tree, a single packet drop upstream can prevent

a large number of downstream multicast receivers from receiving the packet. The absence of

redundant routes affects performance greatly as node mobility results in frequent link breakages

and packet drops.

4.2 Effect of Multicast Group Size

In this set of experiments, we focus on the influence of group size (the number of receivers) on

multicast routing performance. The number of senders was fixed at 10, node mobility at 75 kms/hr,

and traffic load at 50 Kbps. Group size was varied from 10-40 receivers in increments of 5.

4.2.1 Packet Delivery Ratio

Figure 6 shows the variation in protocol reliability as a function of group size. Note that flooding is

able to keep its delivery ratio fairly constant and close to 90% for different group sizes. Compared
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Figure 6: Packet delivery ratio as a function of multicast group size

to ODMRP, flooding’s delivery ratio is around 10% higher at a group size of 10 and around 6%

higher as multicast group size increases to 40. Interestingly, ODMRP delivery ratio increases as

group size increases. This is indeed consistent with the way mesh-based protocols operate. For

instance, in ODMRP the mesh is formed as a result of the Join-Query - Join-Table process. As

the number of receivers increase, the number of Join-Tables sent out in response to Join-Queries

increases. This causes a larger number of nodes to be incorporated into the mesh as forwarding

group members, increasing mesh connectivity and redundancy. Hence, packet delivery ratio tends

to increase with increase in multicast receivers.

In case of MAODV, packet delivery ratio decreases as group size increases (it is around 77% for

10 receivers and lowers to approximately 62% for 40 receivers). One reason for the decrease is that,

as previously mentioned, a packet loss upstream affects a larger set of receivers. The increased

group size also results in a greater number of control messages transmitted which can result in

greater packet loss due to collisions.

4.2.2 Routing Overhead

Figure 7 shows how control overhead varies with group size. At low values of group size, flooding

exhibits the highest routing overhead among all protocols for groups with up to 25 receivers.

Flooding’s overhead decreases with increasing group size. This is because all nodes rebroadcast

data packets irrespective of group size. However, rebroadcast packets become more effective as
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Figure 7: Routing overhead as a function of group size

group size increases since they now count towards packets delivered to multicast receivers. For

this particular scenario, ODMRP’s routing overhead is the highest among all three protocols for

group sizes above 25. This is due to the large number of Join-Tables being transmitted and

greater redundancy as number of group members increases. In case of MAODV, increased group

size results in larger number of Repair messages. However data packets do not have to travel over

multiple redundant paths, resulting in a lower overall routing overhead for MAODV as compared

to ODMRP and flooding.

4.2.3 Group Reliability
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Figure 8: Group reliability as a function of group size
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Figure 8 shows how group reliability varies with group size. As expected, group reliability of

all protocol degrades for larger multicast group size. This can be explained by the fact that, as the

number of receivers increase, the probability of at least one receiver not receiving the data packet

also increases.

From the graph it is seen that the trend is similar to that observed in section 4.1.3

4.3 Effect of Number of Traffic Sources

In this set of experiments we vary the number of multicast sources from 10 to 30 in steps of 5,

keeping number of receivers fixed at 30 and node mobility fixed at 75 kms/hr. For each value of

number of senders, overall traffic load is maintained constant at 50 Kbps by changing the CBR

sources’ inter-packet interval.

4.3.1 Packet Delivery Ratio
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Figure 9: Packet delivery ratio as a function of number of traffic sources

Figure 9 shows packet delivery ratio as a function of number of senders. Note that both flooding

and ODMRP packet delivery ratio remain fairly constant with number of senders; thus they do

not suffer from increased contention except at higher number of sources where a slight drop off can

be observed and is attributed to data packet loss due to collisions. An interesting and counter-

intuitive result is that in the case of MAODV, delivery ratio increases with increase in number of

traffic sources. This is due to the fact that, in MAODV, the shared tree is formed as a result of the
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Rreq - Rrep process. As the number of senders increases, a greater number of intermediate nodes

(on the path from the sender to the multicast tree) are grafted as part of the tree. This helps to

increase redundancy along certain links due to the presence of multiple downstream neighbors who

can potentially forward data along the tree. Hence packet delivery ratio tends to increase with

increase in number of sources. However, MAODV packet delivery ratio is consistently lower than

that of ODMRP and flooding.

4.3.2 Routing Overhead
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Figure 10: Routing overhead as a function of traffic sources

Figure 10 depicts how control overhead varies with number of traffic sources. Flooding does

not transmit any control messages and hence its routing overhead remains constant with number

of senders. For ODMRP, increased sender population results in a larger number of Join-Reqs and

Join-Tables. Join-Tables in particular can result in large byte overhead since they carry next-

hop information for multiple sources. Similarly, larger sender population results in larger number

of MAODV control messages being transmitted. However, as discussed in section 4.3.1, the number

of data bytes received also increases. Hence, MAODV’s overall ratio of control bytes/data byte

delivered remains fairly constant.
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Figure 11: Group reliability as a function of traffic sources

4.3.3 Group Reliability

Figure 11 shows how group reliability varies with number of traffic sources. It is interesting to notice

how the different reliability metrics capture different protocol behavior. According to the packet

delivery ratio metric, both flooding and MAODV exhibit fairly high delivery ratios (above 80%);

MAODV delivers around 65% of the packets for up to 20 senders, but increases its reliability (close

to 80%) for 30 receivers as shown in Figure 9. However, the group reliability metric, as depicted

in Figure 11, shows a completely different behavior. Even though the relative performance among

the protocols remains the same (i.e., flooding >> ODMRP >> MAODV , where >> denotes

“performs better”), we observe that group reliability degrades considerably for larger number of

senders. This effect is mainly due to increased contention as larger number of senders results in

more number of packets transmitted. As a result a greater number of packets are dropped due to

collisions.

4.4 Multiple Multicast Groups

The goal of these experiments is to evaluate how multiple multicast groups impact the performance

of mesh- and tree-based multicast routing. For the multi-group simulations, two separate multicast

groups are used, each of which having 5 sources and 10 receivers. Average node speed and overall

traffic load are fixed at 20 Km/hr and 50 Kbps, respectively. For the single-group simulations, we

use 10 senders and 20 receivers. The same node mobility and overall traffic load are used, i.e., 20
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Km/hr and 50 Kbps, respectively.

Protocol Pkt Delivery Ratio Routing Overhead Group Reliability

Flooding (1 Group) 87.6 0.383 59.42
Flooding (2 Groups) 86.8 0.764 70.41
ODMRP (1 Group) 79.6 0.374 38.80
ODMRP (2 Groups) 71.8 0.328 36.27
MAODV (1 Group) 70.2 0.345 21.25
MAODV (2 Groups) 68.2 0.352 23.52

Table 5: Performance with multiple multicast groups

Table 5 compares the performance of the protocols when operating in a multi-group environment

against single multicast group operation. We observe that flooding’s performance is the most

affected by multiple multicast groups. Although, delivery ratio remains fairly similar, routing

overhead almost doubles. This is due to the fact that, since flooding does not maintain group

membership information, nodes rebroadcast every packet irrespective of the group.

In the case of ODMRP, mesh connectivity depends on the number of receivers. Since in the

multiple group case, the number of receivers for each group is halved (as compared to single group

case) the mesh is not as rich as before, resulting in lower packet delivery ratios. Routing overhead

decreases since nodes can piggyback the Join-Tables for multiple groups. The performance of

MAODV is not significantly affected by multi-group operation.

4.5 Effect of Network Traffic Load

In this section, we evaluate the impact of increasing traffic load on protocol performance. The

number of senders was fixed at 10 and number of receivers at 20 respectively. Node mobility was

set at 75 kms/hr. The overall network load was increased from 10 Kbps to 50 Kbps in steps of 5

Kbps. This is achieved by increasing the sending rate of each source from 1 Kbps to 5 Kbps. The

data traffic introduced into the network is CBR traffic.

4.5.1 Packet Delivery Ratio

Figure 12 shows packet delivery ratio as a function of traffic load. It is observed that all protocols are

affected by the increase in network traffic. Increased network traffic results in greater contention

and packet loss due to higher collisions and buffer overflow. For the traffic loads considered,
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Figure 12: Packet delivery ratio as a function of traffic load

flooding still outperforms ODMRP and MAODV in terms of delivery ratios. However we expect

the performance of flooding to deteriorate more rapidly then ODMRP and MAODV as traffic load

increases on account of the greater number of redundant transmissions.

4.5.2 Routing Overhead
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Figure 13: Routing overhead as a function of traffic load

Figure 13 depicts the control overhead per data byte delivered as a function of traffic load. It

can be seen that flooding’s control overhead remains almost constant with increasing load. Flooding

does not transmit any control packets and all packets received by a node are retransmitted exactly

once resulting in almost constant control overhead. The high routing overhead seems to suggest
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that flooding can be quite expensive at higher traffic loads and hence not scalable with increased

traffic loads.

In case of ODMRP and MAODV, routing overhead decreases with increase in traffic load. As

network load increases, the total number of data bytes received by ODMRP and MAODV receivers

also increases. However control data transmitted, remains fairly constant with increased network

load thereby reducing the routing overhead. (Note that routing overhead is calculated as ratio of

control bytes/data byte received). In this experiment, ODMRP has a greater routing overhead

than MAODV on account of the mesh structure but the gap reduces as network load increases.

As traffic load increases both ODMRP and MAODV are affected by packet losses on account of

contention. Since ODMRP maintains multiple routes to destinations, receivers can possibly receive

data packets from other routes. This increases the total number of data bytes received by ODMRP

receivers as compared to MAODV receivers which helps to reduce the routing overhead.

4.5.3 Group Reliability
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Figure 14: Group reliability as a function of traffic load

Figure 14 plots group reliability as a function of traffic load. From the figure it can be seen

that, group reliability for all protocols decreases with increase in traffic load as expected. Flooding,

has the highest group reliability among the three protocols as before. All protocols exhibit almost

similar decrease in group reliability (about 16-18 %) as traffic load increases. In case of flooding

and ODMRP the increased redundancy is offset by the increase in collisions which degrades the
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reliability. In case of MAODV, performance degrades on account of increased collisions and buffer

overflow as traffic load increases.

4.6 Qualitative comparison of protocols

Table 6 provides a qualitative comparison of the protocols based on our simulation analysis in the

preceding sections.

Protocol Route setup Route maintenance Data forwarding Reliability Traffic concentration Scalability

overhead overhead overhead

Flooding Low Low High High Low Low
ODMRP Moderate Moderate Moderate High Low Low
MAODV High Highest Low Low Highest High

Table 6: Qualitative comparison of ODMRP, MAODV and flooding

Flooding requires no resources for route initialization since there is no setup associated with

establishing routes to multicast group members. In the case of ODMRP, nodes have to transmit

Join-Query messages to establish routes to multicast group members. Group members and for-

warding group nodes reply with Join-Tables. MAODV’s route initialization consists of leader

selection for the group followed by a Rreq-Rrep route discovery phase. The sender has to then send

out a Mact message to activate a particular route among various possible routes. Thus, MAODV

incurs the highest overhead for route setup.

In terms of data forwarding, as observed from the simulation results, flooding has the highest

overhead for most scenarios. Hence bandwidth resources used by flooding in delivering data to

receivers is greatest among the protocols considered. MAODV has lowest forwarding overhead

whereas forwarding resources used by ODMRP is moderate.

As expected, flooding delivers the highest reliability (both in terms of packet delivery ratio

and group reliability). Since ODMRP maintains a mesh structure and has multiple routes to

multicast group members it exhibits better reliability than MAODV, but lower than that of flooding.

MAODV, on the other hand, maintains a shared tree structure and is susceptible to frequent link

changes due to mobility. This has a considerable effect on MAODV’s reliability.

In flooding, data is re-broadcast by all nodes and does not travel along certain paths, resulting
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in low traffic concentration on any given link. On account of the mesh structure in ODMRP, data

is routed through multiple paths. In case of MAODV, data has to be forwarded along the tree and

can lead to traffic concentration along certain tree links.

Flooding is not very scalable with increase in number of nodes on account of the excessive

broadcasts and forwarding overhead. In case of ODMRP, routing overhead can get prohibitive as

number of sender increases. MAODV is most scalable in terms of number of network nodes and

multicast senders.

5 Flooding variations

Our simulation results show that flooding has higher reliability compared to ODMRP and MAODV,

especially, at high mobility and traffic load. However, one major drawback of flooding is redun-

dant broadcasts which can considerably increase data forwarding overhead. Redundant broadcasts

are particularly damaging in ad hoc networks where nodes are often bandwidth- and energy-

constrained. In this section, we introduce scoped flooding, a variation of flooding that aims at

restricting redundant broadcasts. It does so based on different heuristics, which are discussed in

detail below.

It is also possible to envisage scenarios that require higher delivery guarantees beyond what plain

flooding can provide. To achieve these more stringent delivery guarantees, we propose a technique

called hyper flooding. The basic principle of hyper flooding is to force nodes to re-broadcast data

packets more than once based on certain criteria. This helps to ensure maximum packet delivery at

the cost of overhead. We argue that mission critical applications may be willing to pay the price of

higher overhead in exchange for highest possible delivery guarantees. Below, we describe scoped-

and hyper flooding in detail.

5.1 Scoped flooding

The basic principle behind scoped flooding is the reduction of re-broadcasts to avoid collisions

and minimize overhead. Scoped flooding is suitable for constrained mobility environments (e.g.,
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conference scenarios) where nodes do not move much and thus plain flooding will likely yield

unnecessary redundant re-broadcasts. In fact, S. Ni et. al. [14] show that the coverage area

of subsequent retransmissions reduces drastically and drops down to 0.05% when the number of

retransmissions is greater than 4.

Different heuristics can be used in deciding whether to re-broadcast a packet. In our scoped

flooding implementation, each node periodically transmits hello messages which also contain the

node’s neighbor list. Nodes use hello messages to update their own neighbor list and add received

lists to their neighbor list table. When a node receives a broadcast, it compares the neighbor list

of the transmitting node to its own neighbor list. If the receiving node’s neighbor list is a subset of

the transmitting node’s neighbor list, then it does not re-broadcast the packet. In our simulations

we did not require neighbor lists to be strict subsets of one another. An 85% overlap was considered

sufficient to prevent re-broadcasts 2.

5.2 Hyper flooding

Hyper flooding is suitable for highly mobile scenarios where high reliability is required. The price

to pay for the additional reliability is of course higher overhead.

Similar to both plain and scoped flooding, nodes in hyper flooding exchange periodic hello

messages. When a node receives a hello message from a neighbor, it adds the identity of hello

message originator to its neighbor list (if the list does not already contain that node). As in plain

flooding, when a node receives a new data packet, it simply re-broadcasts the packet and queues it

in its packet cache. Additionally, re-broadcasts are triggered by two other events: receiving a data

packet from a node which is not in the current neighbor list or receiving a hello message from

a new neighbor. In these cases, nodes transmit all packets in their cache. The rationale behind

re-broadcasts is that “newly acquired” neighbors could have missed the original flooding wave on

account of their mobility. This increases overall reliability by ensuring that new nodes entering the

transmission region of a node receive data packets which they otherwise would have missed. Nodes

periodically purge their packet cache to prevent excess re-flooding of older packets.

2This value was chosen after extensive simulation-based analysis of scoped flooding.
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6 Performance of flooding variations

We conducted extensive simulations to compare the performance of the proposed flooding variations

against plain flooding, ODMRP, and MAODV. One novel feature of our study is that, in addition to

the synthetic environments described in Section 3, we also use concrete MANET scenarios, namely

conferencing and emergency response/rescue operations (described in detail in Section 6.2 below).

We start with the simulation results for synthetic MANET scenarios.

6.1 Synthetic scenarios

Similarly to the scenarios described in Section 3, for these simulations, 150 nodes are randomly

placed in a 1500 m2 field. Each node transmits a maximum of 1000 packets (256 bytes each) at

various times during the simulation. Nodes’ channel bandwidth is set to 2 Mbit/sec and their

transmission range is 225 meters. Senders are chosen randomly from the multicast group members.

All member nodes join at the start of the simulations and remain members throughout the duration

of the simulation. Total network traffic was kept constant at 50 Kbps. Each data point was obtained

by averaging across five runs with different seed values.

 55

 60

 65

 70

 75

 80

 85

 90

 0  20  40  60  80  100  120  140  160

P
a

c
k
e

t 
D

e
liv

e
ry

 R
a

ti
o

Velocity (km/hr)

Packet Delivery Ratio Vs Mobility : 10 Senders 50 Receivers: 50kbps

Flooding
ODMRP
MAODV
Scoped

Hyper

(a) 10 Senders 50 Receivers

 55

 60

 65

 70

 75

 80

 85

 0  20  40  60  80  100  120  140  160

P
a

c
k
e

t 
D

e
liv

e
ry

 R
a

ti
o

Velocity (km/hr)

Packet Delivery Ratio Vs Mobility : 20 Senders 100 Receivers: 50kbps

Flooding
ODMRP
MAODV
Scoped

Hyper

(b) 20 Senders 100 Receivers

Figure 15: Packet delivery ratio as a function of node mobility

Figure 15 shows how packet delivery ratio varies with mobility and number of traffic sources.

Surprisingly for these scenarios hyper flooding does not exhibit the highest delivery ratio among all
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Figure 16: Control overhead as a function of node mobility

protocols as expected. Given the larger node density for these particular scenarios, rebroadcasting

multiple times seems counter-effective resulting in a lot of packets being drops due to collisions. It

is seen that flooding has the best delivery ratio, outperforming ODMRP by 2-3%.

However this increase in reliability is obtained at the cost of routing overhead as evident from

Figure 16. Another interesting observation is that the delivery ratio of scoped flooding is very

similar to ODMRP. However this reliability is obtained at a much lower routing overhead. Both

ODMRP and scoped flooding have multiple redundant routes to destinations. However, in the case

of scoped flooding, the number of redundant broadcasts is optimized by using forwarding nodes with

non-overlapping neighbors. Another factor contributing to scoped flooding outperforming ODMRP

is that scoped flooding does not have to transmit any control messages which can potentially result

in medium contention and higher packet loss due to collisions.

Figure 17 plots group reliability as a function of node speed. From the figure it can be seen that

the protocols perform quite poorly in terms of delivering packets to all group members, especially

at high mobility. The group reliability for all protocols drops to about 10-15% at speeds of 150

kms/hr with MAODV having the lowest group reliability. For these scenarios, ODMRP has the

highest group reliability among the protocols evaluated. In these experiments, given the large node

density and receiver population, flooding and hyper are severely affected by packet losses due to
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Figure 17: Group reliability as a function of node mobility

collision and contention. ODMRP and scoped flooding perform the best under these conditions

because of their limited rebroadcasts as compared to flooding and hyper flooding. Since MAODV

maintains a shared tree structure it is susceptible to frequent link breakages due to mobility. This

has a severe effect on MAODV’s group reliability performance.

6.2 Concrete scenarios

We also use “typical” MANET scenarios such as conferencing and rescue operations to compare the

performance of the protocols under investigation. Such scenarios were generated using the scenario

generator for ad hoc networks [17] and are described in greater detail below.

6.2.1 Conferencing

The conference scenario consists of a total of 50 nodes in a 1000 m2 field with one speaker node and

three audience groups, i.e., audience1, audience2 and the wanderers. Both audience1 and audience2

consist of 20 members moving at low speeds (between 2-5 m/s) with pause time between 0-2 secs.

The movement of the speaker was modeled using brownian motion whereas the movement of the

audience groups was modeled using random waypoint motion and node movement was restricted

to a limited area within the field. Wanderers consist of 9 nodes who were capable of moving over
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the entire topology. The speeds for these nodes were randomly chosen between 1-5 m/s with pause

times between 0-1 sec. Wanderers move according to the random waypoint model. The speaker

node and 20 randomly chosen audience nodes acted as sources of data.

Both CBR and ON-OFF traffic were used. In CBR, each source transmitted 2.5 Kbs, while the

traffic rate was set to 5 Kbs for ON-OFF traffic with a burst period of 3 secs and idle time of 3

secs. Figure 18 depicts the conference scenario setup.

Figure 18: Conference scenario setup

Table 18 summarizes simulation results for the conferencing scenario in decreasing order of

packet delivery ratio. Scoped flooding is the best performer for both CBR- and ON-OFF traffic. In

particular, for ON-OFF traffic, scoped flooding’s delivery ratio is around 10% higher than ODMRP

and around 14% higher than MAODV, yet its overhead is lower than ODMRP and only slightly

higher than MAODV. Flooding and hyper flooding exhibit lower delivery ratio than ODMRP and

MAODV for CBR traffic. The low mobility of nodes coupled with sufficiently high node density

and high traffic load results in large number of collisions especially for flooding and hyper flooding.

The high overhead incurred by both protocols also contribute to increased medium contention.
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Conference scenario

Protocol Delivery ratio % Routing overhead
( Bytes Xmitted/data bytes recvd)

CBR Scoped flooding 84.2 0.114
Traffic ODMRP 81.4 0.136

MAODV 76.8 0.081
Hyper flooding 71.2 0.145

Flooding 70.6 0.137
ON-OFF Scoped flooding 76.4 0.126
Traffic ODMRP 67.3 0.128

Flooding 64.5 0.154
MAODV 63.5 0.084

Hyper flooding 60.4 0.172

Table 7: Conference scenario

6.2.2 Emergency response scenario

For the emergency response scenario, we use a 2000 m2 field with a total of 75 nodes divided into

the following categories: two helicopters, two rescue teams of ground personnel and two teams

on ground vehicles. The helicopters move with speeds ranging between 0-50 m/s according to the

random waypoint model. The first vehicle team consists of 25 nodes while the second team consisted

of 8 nodes. Members of both vehicle teams move according to the random waypoint model with

speeds ranging between 5-15 m/sec. The team of ground personnel consists of 20 nodes moving with

speeds ranging between 0-5 m/s and pause times between 0-2 secs. Each team covers well-defined

areas within the field with sufficient overlap to ensure that information could be relayed among the

different teams. Two helicopters and 20 other randomly chosen nodes act as data sources for this

scenario.

Emergency response scenario

Protocol Delivery ratio % Routing overhead
( Bytes Xmitted/data bytes recvd)

CBR Hyper flooding 80.2 0.148
Traffic Flooding 76.4 0.132

Scoped flooding 75.2 0.116
ODMRP 67.4 0.126
MAODV 60.2 0.091

ON-OFF Hyper flooding 78.4 0.165
Traffic Flooding 73.2 0.141

Scoped flooding 69.8 0.122
ODMRP 60.36 0.129
MAODV 56.2 0.093

Table 8: Emergency response scenario

From Table 8, which summarizes simulation results for the emergency response scenario, we
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observe that flooding variations achieved considerably better packet delivery ratio than ODMRP

or MAODV for both CBR- and ON-OFF traffic. Even though we ensure that different “mobility”

groups have sufficient overlap to relay data among groups, in the case of ODMRP only forwarding

group members can relay data, whereas in MAODV only multicast tree members can forward

data traffic. At route setup time, nodes in the overlap region are incorporated as forwarding

group members (ODMRP) or multicast tree members (MAODV). However, node mobility may

cause forwarding group members and multicast tree members to move outside the overlap region

resulting in a large number of packet drops until the route is refreshed at the end of the Active-

Route-Interval. This effect is more severe for bursty traffic as compared to CBR traffic. In the case

of flooding and its variations, all nodes can forward data traffic, and thus achieve better reliability.

In particular, scoped flooding achieves close to 10% higher delivery ratio than ODMRP at lower

overhead; when compared to MAODV, scoped flooding delivers close to 15% more packets at slightly

higher overhead. Hyper flooding improves reliable delivery even further: for both CBR- and ON-

OFF traffic, it achieves between 20-22% better reliability than MAODV incurring approximately

50% overhead increase. When compared to ODMRP, hyper flooding’s reliability improvement are

also quite substantial at slightly higher routing overhead.

7 Related Work

Since group-oriented services have been recognized as one of the primary applications of MANETs,

several MANET multicast routing protocols have been proposed. As previously discussed, MANET

multicast protocols can be classified according to how they propagate data as tree-based or mesh-

based. While tree-based protocols propagate data over a tree spanning all multicast group mem-

bers, in mesh-based protocols a subset of network nodes (the mesh) is responsible to forward

data to all multicast receivers. MANET protocols can also be classified according to how they ac-

quire/maintain routes. Reactive (or on-demand) protocols acquire routes on demand and pro-active

protocols maintain routing state. Examples of mesh-based protocols include ODMRP, CAMP [6],

and flooding. ODMRP is reactive, while CAMP is proactive. Flooding of course does not require

routing state maintenance. AMRoute [2] and AMRIS [20] are examples of proactive, tree-based
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protocols. MAODV exemplifies a reactive, tree-based protocol. In addition to above schemes, we

highlight the Zone Routing Protocol (ZRP) [16] which uses a hybrid approach combining proactive

route maintenance among nodes within a zone and reactive routing for inter-zone communication.

Hybrid routing schemes are particularly useful for scenarios in which ad hoc networks may be con-

nected to the wired infrastructure through gateway nodes. In such cases member nodes requiring

connectivity to the wired network may have to maintain routes to the gateway nodes at all times.

With the advent of GPS (Global Positioning Systems), protocols which make use of location

information have been proposed. Knowledge of node positioning can help to make routing more

effective at the cost of updating location information. Examples of such protocols are Location

Aided Routing (LAR) [11], Zone-Based Hierarchical Link State (ZHLS) [9] and Distance Routing

Effect Algorithm for Mobility (DREAM) [1].

Several studies have evaluated the performance of unicast routing protocols for MANETs [3,

5, 12, 10]. The only performance study of MANET multicast routing protocols that preceded

our work was reported in [13]. This comparative study analyzed five different protocols includ-

ing ODMRP and flooding. It concluded that mesh-based protocols in general, and ODMRP in

particular, perform better than tree-based approaches.

As we previously pointed out, this work focused on a different portion of multicast routing

protocol design space. It evaluated protocols for lower mobility and traffic load scenarios and

involving smaller sets of traffic sources. For these scenarios, ODMRP outperformed all the other

protocols evaluated, except for flooding. As we confirmed in our study, for these scenarios, the

performance difference between flooding and ODMRP is reasonably small.

Our study targets a different segment of the design space. It subjects mesh- and tree-based

protocols to a wider range of multicast group characteristics and network conditions including

more stringent mobility and traffic load scenarios. Besides a quantitative analysis, we also provide

a qualitative comparison between mesh- and tree-based multicast for MANETs. Based on our

comparative analysis, we introduce two flooding variations, one which aims at reducing flooding’s

overhead and the other at improving flooding’s reliability. Another contribution of our study is the

use of concrete environments in evaluating MANET protocols.
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8 Conclusions

In this paper, we reported on simulation-based experiments evaluating two different approaches

to multicast communication in mobile ad hoc networks (MANETs), namely mesh- and tree-based

multicast. One of the chief contributions of this work is our objective analysis of these two multicast

routing protocol categories in order to characterize their behavior under a wide range of MANET

scenarios, including different mobility and traffic load conditions as well as multicast group char-

acteristics (e.g., size, number of sources, multiple multicast groups, etc.). Another contribution of

this paper is the use of realistic MANET scenarios, such as conferencing and emergency response in

evaluating routing protocols. These MANET scenarios were generated using the scenario generator

tool [17].

Our simulation results demonstrate that even though the performance of all multicast protocols

degrade in terms of packet delivery and group reliability as node mobility and traffic load increases,

mesh-based protocols (e.g., flooding and ODMRP) perform considerably better than tree-based

protocols (e.g., MAODV). The general conclusion from the comparative analysis was that flooding,

which is the simplest routing mechanism provides higher delivery guarantees than ODMRP and

MAODV for most scenarios considered. ODMRP exhibits decent robustness on account of its mesh

structure. MAODV did not perform as well as the other protocols in terms of packet delivery ratio

and group reliability but has the lowest routing overhead among the protocols considered.

A well-known drawback of flooding is its inherent overhead in the form of redundant broadcasts.

This is particularly evident in the case of multiple multicast groups, where flooding’s overhead in-

creases with number of groups. To limit flooding’s excessive overhead we proposed scoped flooding,

a variation of flooding which attempts to minimize re-broadcasts by using neighbor information.

Simulation results show that scoped flooding can reduce overhead by around 20% compared to

flooding and 15% compared to ODMRP at comparable delivery ratios. One interesting obser-

vation was the performance of scoped flooding in conference scenarios, where it exhibited stellar

performance in delivering data at low routing overhead.

In order to address the issue of reliability at high node speeds we also investigated other flooding

variation referred to as hyper flooding. Simulations results indicate that hyper flooding, indeed
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provides the best delivery guarantees under more stringent conditions (e.g., high mobility, traffic

load) but this is achieved at greater overhead (about 10% in the case of our emergency response

scenarios) than flooding. However, we believe that hyper flooding can be justified in those MANET

scenarios demanding highest possible guarantees of reliable (yet timely) delivery, regardless of costs.

One of the conclusions from our study is that given the diversity of MANETs, it is impossible

for any one routing protocol to be optimal under all scenarios and operating conditions. One

possible solution would be to develop specialized multicast solutions for each type of network and

the means for integrating those solutions. We believe that an adaptive, integrated approach to

routing may be the best means to tackle this problem. In this approach nodes can dynamically

switch routing mechanisms based on their perception of the network conditions. However such an

adaptive approach presents various challenges such as:

(1) Interoperability and integration issues.

(2) Mechanisms for active, on-the-fly switching among different multicast routing mechanisms as a

mobile host changes the network type it is part of.

We are currently investigating adaptive, integrated approaches to MANET routing. At the

same time we are also developing analytical models for flooding mechanisms in order to obtain

performance bounds and use those models as means to validate our simulation results.
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