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Popular wireless network simulators have few available propagation models for outdoor Internet of Things applications. Of the available models, only a handful use real terrain data, yet an inaccurate propagation model can skew the results of simulations. In this paper, we present TerrainLOS, a low-overhead propagation model for outdoor Internet of Things applications that uses real terrain data to determine whether two nodes can communicate. To the best of our knowledge, TerrainLOS is the first terrain-aware propagation model that specifically targets outdoor IoT deployments and that uses height maps to represent terrain. In addition, we present a new terrain classification method based on terrain “roughness”, which allows us to select a variety of terrain samples to demonstrate how TerrainLOS can capture the effects of terrain on communication. We also propose a technique to generate synthetic terrain samples based on “roughness”. Furthermore, we implemented TerrainLOS in the COOJA-Contiki network simulation/emulation platform which targets IoT deployments and use TerrainLOS to evaluate how often a network is fully connected based on the roughness of terrain, as well as how two popular power-aware routing protocols, RPL and ORPL, perform when terrain is considered.
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1 INTRODUCTION

The advent of the Internet of Things has renewed interest in wireless sensor networks and their applications, such as environmental and habitat monitoring (e.g., air pollution, detecting forest fires), surveillance of public spaces, smart agriculture, to name a few. These applications rely on a network of many small, low-power, resource constrained devices equipped with sensors that are deployed in the region being monitored. Sensor readings are then transmitted through the network to a data collection site, also known as the data sink, to be processed locally or remotely (e.g., in the cloud).
Wireless sensor networks have attracted considerable attention from the network research community and have been the subject of a vast body of work. Network simulation platforms have been particularly useful in the development, testing, and evaluation of wireless sensor networks and their protocols. However, studies have questioned the fidelity of simulation platforms [25] [15] [32]. One of the main culprits is the channel propagation modeling used by network simulators in general, and sensor network simulators in particular, which tend to be overly simplistic and do not accurately simulate reality. For instance, the work in [20] reviewed MobiCom and MobiHoc publications from 1995 to 2003 and reported that the use of overly simplistic propagation models outweighed accurate models. The study also noted that routing protocols perform differently depending on the propagation model used. Consequently, even if a study is only comparing two different algorithms, the propagation model itself can determine the outcome. Although this study is somewhat dated in 2020, its point still stands today. This realization and our own experience using network simulation platforms motivated us to explore a topography-aware propagation model that, while computationally simple, is able to more accurately simulate outdoor sensor networks.

As a result, we introduce a new terrain-aware propagation model that we call TerrainLOS, which stands for communication over Terrain using Line Of Sight, designed specifically for outdoor Internet of Things (IoT) scenarios. Our model aims to strike a balance between complexity and accuracy when simulating outdoor IoT deployments. TerrainLOS, which is described in detail in Section 3 below, uses Digital Elevation Models (DEMs) [8], which are digital representations of a terrain’s surface, to determine whether wireless nodes have line-of-sight communication at typical IoT frequency bands (i.e., 2.4GHz and 900MHz). Besides being computer-friendly terrain representations, DEMs are publicly available for numerous geographical regions around the globe. TerrainLOS is designed and optimized specifically to be used as a propagation model to simulate outdoor IoT deployments by using DEMs to account for the effect of terrain when establishing line-of-sight communication between nodes. This yields improved simulation fidelity and allows IoT simulation experiments using TerrainLOS to be used to complement real testbed experiments when evaluating and validating IoT protocols. Additionally, TerrainLOS is computationally simple and does not significantly impact simulation time. In our work, we use TerrainLOS to show how different types of terrain affect the performance of IoT networks and their protocols.

A preliminary version of our work appeared in [18]. This paper extends our previous work and provides the following contributions:

1. We survey terrain-aware propagation models that have been implemented in well-known network simulators and discuss how they differ from our own work. More specifically, we provide a detailed description of the approach used by TerrainLOS to determine whether two nodes can communicate over terrain and why we chose this method over existing ones.
2. We analyze TerrainLOS’ memory footprint and run time as a function of the area under consideration and number of nodes, respectively and show that it does not significantly increase simulation time.
3. We introduce a new way to classify terrain based on terrain “roughness” which extends the metric used by Veenstra and Obraczka [30]. We call the proposed metric Average Cumulative Visibility or ACV which measures the visibility of a terrain as it affects line-of-sight communication.
4. We propose a novel approach to modeling terrain roughness using Cumulative Visibility distributions. Using the proposed terrain modeling approach, terrain maps can be generated with the desired roughness instead of having to manually search for terrain areas that match the desired roughness. To validate the proposed terrain generation method, we compare the
(5) We demonstrate TerrainLOS to show how terrain can affect the performance of networks and their protocols. We implement TerrainLOS in the COOJA-Contiki sensor network simulation/emulation platform and evaluate two well-known IoT routing protocols, namely RPL and ORPL. We run experiments based on what we originally reported [18], but more scrutiny is placed on whether the network is connected, the average degree of the network, and using different IoT deployments/topologies. We also run additional experiments to observe the connectivity of a network based on the underlying terrain’s ACV.

To the best of our knowledge, TerrainLOS is the first terrain-aware propagation model that specifically targets outdoor IoT deployments and uses height maps to represent terrain. The rest of the paper is organized as follows. In Section 2, we provide an overview of related work that focuses on developing and implementing terrain-aware propagation models for network simulation and emulation platforms and how these efforts differ from our own. In Section 3 we present TerrainLOS’ terrain-aware propagation model; we also evaluate TerrainLOS’ storage and computation footprint based on its implementation in the COOJA-Contiki network simulator/emulator platform. We then discuss our terrain classification approach in Section 4. In Section 5, we present experimental network connectivity results over various classes of terrain based on our classification scheme. We then discuss a way to create modeled terrain given an Average Cumulative Visibility (ACV) in Section 6, as well as a comparison of connectivity over modeled terrain against experimental connectivity results presented in Section 5. In Section 7, we present experimental results showing the impact of terrain on well-known IoT routing protocols. We discuss concluding remarks and directions for future work in Section 8.

2 RELATED WORK

There is a vast body of work on wireless channel propagation models. For instance, considerable attention has focused on using empirical data collected in the field, e.g. signal strength over distance, to model signal propagation. Alternatively, there are approaches that use real world (or sometimes, synthetically generated) height data to measure connectivity. The differences between these two approaches may seem subtle, but the key distinction is that in the case of approaches that use empirical data (e.g., signal data measured in the field), line-of-sight is implicitly accounted for, while in approaches that use height data, line-of-sight connectivity needs to be computed.

In this section, we provide an overview of existing approaches that fall under the height data modeling category since they are the closest to TerrainLOS. In particular, we review related work on propagation models implemented in network simulators and that use terrain height maps to determine connectivity.

From the literature we have found five network simulators that implement terrain-aware propagation models, namely: ns-2 [1], ns-3 [22], OMNeT++ [2], OPNET (now known as Riverbed Modeler) [3], and COOJA [24]. Most implementations are based on Durkin’s model [13], which uses line-of-sight and Fresnel Zone clearance to determine connectivity. Line-of-sight calculations vary slightly by implementation, but are similar to TerrainLOS. Fresnel Zone clearance is based upon the idea that two radios, even with line-of-sight clearance, will experience signal strength reduction based on the obstruction of the ellipse between them. As described in more detail in Section 3, TerrainLOS does not take into account Fresnel Zone clearance as the accuracy of typical height data, e.g., in Digital Elevation Model (DEM) repositories is below the Fresnel Zone ellipsoid’s small radius at typical IoT frequencies (900MHz and 2.4GHz) and communication ranges.
In [14], Durkin’s model was implemented in ns-2 [1], and coverage was evaluated against the Longeley-Rice model (also known as the Irregular Terrain Model) on several terrain maps and was shown to be within 5% coverage difference. The speed of simulation and the throughput were measured by length of simulation using one terrain map and generated throughputs from 0.1 – 7Mbps using a fixed transmission range of 150m with and without node mobility. At low data rates the simulation time overhead was close to zero when using the implemented model, but at 7Mbps considering terrain and using stationary nodes, the simulation time overhead was twice as long (14 hours vs. 7 hours) as using a model that did not consider terrain. Node transmission range was fixed at 150m and connectivity of the network was not reported. This work also evaluated throughput performance using five generated terrain types, namely: flat, hillside, hill, ravine, and pyramid. The authors showed that terrain can both negatively and positively impact network performance.

In our work, we go a step further by evaluating throughput, latency, and energy consumption of power-aware routing protocols under different deployments using a variety of terrain according to our roughness-based classification. For a fair comparison, we isolate the effect of terrain by ensuring that only connected networks are considered in our simulation experiments. In addition, we evaluate TerrainLOS in terms of its computation overhead and memory footprint.

The Durkin’s model was ported to ns-3 [22] in the work reported in [28]. The overhead of the model was evaluated as a function of the terrain map’s resolution. As expected simulation time increased for higher resolution maps. In our work, we show how TerrainLOS affects computation time and memory overhead based on number of nodes and terrain size. In addition, we propose a way to classify terrain based on “roughness” and introduce a terrain model that can be used to generate terrain of different “roughness”. We also run simulation experiments to compare throughput, latency, and energy consumption to evaluate the performance of power-aware routing in a variety of IoT scenarios.

In [21], Durkin’s model was implemented in the OMNeT++ simulator [2] and simulation startup time overhead, i.e., the time to setup the model at the beginning of the simulation, which involves loading the height data and calculating which nodes have communication line-of-sight with each other, was evaluated as a function of the number of nodes for two pre-selected terrains. As expected, terrain negatively impacted network connectivity which causes a decrease in simulation time as there are fewer simulation events. In our work we also find similar results and for this reason, we make sure we use connected networks in order to isolate the effects of terrain when evaluating IoT routing protocols.

The OPNET simulator [3] (now known as Riverbed Modeler) has a Terrain Modeling Module which includes different terrain-aware propagation models such as TIREM, Longeley-Rice, and Walfish-Ikegami [14]. TIREM is a closed, proprietary propagation model so it is not known how it models terrain. The latter two models belong to terrain models that fall under the empirical data class and thus are not comparable to TerrainLOS which is a height data based approach.

In summary, TerrainLOS has been designed specifically to simulate outdoor IoT deployments. It is simple, yet accurate given the accuracy of available height maps as well as typical IoT communication ranges and frequency bands. As such, we view TerrainLOS as complementary to existing terrain-aware propagation models as it focuses on outdoor IoT deployments. For instance, it could be added to the Riverbed Modeler’s Terrain Modeling Module as an additional terrain-aware propagation model that can be selected when simulating outdoor IoT scenarios. In this paper, we also show that TerrainLOS is lightweight in terms of its computation and memory footprint. Additionally, we provide a way to classify terrain, which we use to evaluate connectivity over different classes of terrain. We also demonstrate the impact of different types of terrain on two well-known IoT routing protocols.
3 TERRAINLOS

TerrainLOS’ overall goal is to compute a graph $G(V, E)$ corresponding to the topology of the network, where $V$ is the set of nodes and $E$, the set of edges or links connecting the nodes, such that there exists an edge $e_{i,j}$ between two nodes $i$ and $j$, if $i$ and $j$ are within transmission range and have line-of-sight with each other. The graph is built at the beginning of a simulation experiment and is consulted to check whether a node can communicate with another node. Line-of-sight connectivity between nodes is determined using Wang’s Viewshed Algorithm [31] which is described in Section 3.1 below.

Typically a terrain-aware propagation model should also check for the first Fresnel Zone clearance. The Fresnel Zone is a region contained by an ellipsoid between two nodes in line-of-sight of each other. If a certain percentage of the Fresnel Zone is blocked, even though the two nodes have line-of-sight, they will not be able to communicate. More specifically, the radius of the first Fresnel Zone at the widest point can be calculated based on the following formula:

$$r(m) = 8.656 \sqrt{\frac{D}{f}}$$

where, $D$ is the distance between the two nodes in $km$ and $f$ is the frequency in $GHz$. If we use $300m$ as an optimistically large transmission range distance and $9GHz$ for the lowest transmission frequency, we can obtain an optimistic estimate of the Fresnel Zone clearance radius of approximately $5m$. SRTM Digital Elevation Models, which are commonly used because there is a large repository of height data which is publicly available, report a vertical accuracy of $10m$ [5] making the $5m$ Fresnel Zone radius below the accuracy of the height data we are using. For this reason we have chosen not to include the Fresnel Zone calculations in our model to save on computational overhead. In other words, for the specific use case of simulating outdoor IoT deployments at typical IoT communication ranges and frequency bands, and using DEMs with resolutions below $5m$, a simplified model without Fresnel Zone clearance provides adequate accuracy.

3.1 Wang Viewshed Algorithm

To determine whether two nodes are in line-of-sight of one another, we use Wang’s Viewshed Algorithm [31], which calculates all locations visible from a given point, or the point’s *viewshed*. The viewshed of a location, also known as the viewpoint, is the area visible from that given location. Viewsheds can be used for such applications as selecting the location of fire monitoring towers or TV/radio transmission towers, selecting locations with maximum visibility for military surveillance, and selecting locations with minimum visibility for military maneuvers [31]. We use viewsheds to determine locations where communication with the viewpoint over terrain is possible. We implemented Wang’s Viewshed Algorithm [31] which was shown to use fewer computations when compared to existing viewshed approaches. As previously discussed, TerrainLOS uses Digital Elevation Models (DEMs), or height maps, to represent terrain. DEMs, which are a common way to “digitize” terrain, are essentially 2D matrices where each coordinate represents a geographical location and each value is the elevation at that coordinate, or

$$DEM(geographic\ location) = elevation$$

For example, the Shuttle Radar Topography Mission (SRTM) [27], a joint venture between the National Aeronautics and Space Administration (NASA) and the National Geospace Intelligence Agency (NGA), collects and hosts a large collection of DEMs. SRTM’s mission statement is to “topographically map 80% of the earth’s surface every 1” [1 second of arc] with accuracy of $16m$, with 90% confidence”. 

While TerrainLOS can be incorporated into any network simulator/emulator that supports radio propagation models, we chose COOJA as TerrainLOS is designed for the specific use case of IoT deployments, which is the types of networks COOJA targets. Furthermore, to our knowledge, there are no other outdoor propagation models that use real terrain data implemented in COOJA. As evidence that COOJA is widely used today in the context of IoT and sensor network research, the top five results (from a total of 493) of a Google Scholar search on the 13th of November 2018 for the keyword COOJA filtered by papers published in 2018 include publications on the following topics: quality of service measurement of a low-power routing protocol [9], software-based energy estimator for localization [17], extending COOJA to include real weather and soil populated varies by sector. The points immediately surrounding \( s_{ij} \) are used directly from the DEM. The vertical, horizontal, and diagonal directions are calculated first moving outward from the viewpoint, as their geometry is simpler.

As an example, to check whether \( d_{m,n} \) is visible from \( s_{ij} \) in the East direction, we calculate \( Z \), where \( Z \) is the minimum height to make \( d_{m,n} \) visible. To calculate \( Z \), the reference plane becomes a reference line as \( m = i \) along the East direction. We form the reference line using \( s_{ij} \) and \( r_{m,n-1} \).

\[
Z = r_{m,n-1}(n - j)/(n - 1 - j)
\]

The value \( r_{m,n} \) is assigned based on whether \( d_{m,n} \) is visible to \( s_{ij} \), i.e., if \( d_{m,n} > Z \). If so \( r_{m,n} = d_{m,n} \), otherwise the visible height is set to the height at the corresponding location \((m, n)\) that lies on the reference plane. By starting from the source viewpoint and working outward, the auxiliary grid calculations are able to use the previous calculations closer to the viewpoint to create a reference plane.

As depicted in Figure 1, it is simpler to think of the DEM and auxiliary grid as eight sectors and to treat the viewpoint, \( s_{ij} \) as the coordinate origin. The order in which the auxiliary grid is populated varies by sector. The points immediately surrounding \( s_{ij} \) are assigned based on whether \( d_{m,n} \) is visible to \( s_{ij} \), i.e., if \( d_{m,n} > Z \). If so \( r_{m,n} = d_{m,n} \), otherwise \( r_{m,n} = Z \).

The remaining points to be calculated are computed based on the sector they lie in. For example the E-NE sector must calculate points first column-wise outward from the viewpoint and then row-wise outward from the viewpoint, this is also labelled visually in Figure 1.

Keeping with the example of the E-NE sector, the reference plane is formed using the points \( s_{ij} \), \( r_{m,n-1} \), and \( r_{m+1,n-1} \).

\[
Z = r_{m+1,n-1}(- (m - n)/(n - j - 1)) + r_{m,n-1}((n - j + m - i)/(n - j - 1))
\]

The value \( r_{m,n} \) is assigned based on whether \( d_{m,n} \) is visible to \( s_{ij} \), i.e., if \( d_{m,n} > Z \). If so \( r_{m,n} = d_{m,n} \), otherwise \( r_{m,n} = Z \).

### 3.2 The COOJA-Contiki Network Simulator/Emulator

We have implemented the TerrainLOS framework inside COOJA-Contiki [24], a well-known network simulator/emulator platform used to evaluate protocols and applications for networks of power-, computation-, and memory constrained devices, e.g., wireless sensor networks and IoT. While TerrainLOS can be incorporated into any network simulator/emulator that supports radio propagation models, we chose COOJA as TerrainLOS is designed for the specific use case of IoT deployments, which is the types of networks COOJA targets. Furthermore, to our knowledge, there are no other outdoor propagation models that use real terrain data implemented in COOJA.
data for agricultural IoT applications [7], connecting another popular network simulator ns-3 with COOJA [23], and an SDN implementation in COOJA [26].

COOJA simulates low capability nodes, typically called *motes* running the Contiki Operating System [11]. Contiki is a lightweight open-source operating system designed for IoT devices that are energy- and resource limited. COOJA can emulate the hardware of a variety of IoT devices in addition to the network stack. An advantage of COOJA simulating Contiki OS is that code developed and tested in COOJA can be deployed directly to Contiki motes.

TerrainLOS is currently hosted on Github and its repository includes installation and configuration scripts for COOJA.

### 3.3 TerrainLOS Computation and Memory Footprint

In this section we discuss TerrainLOS’s computation and memory overhead. The purpose of this section is to demonstrate that our implementation of TerrainLOS in COOJA minimally affects simulation time and memory footprint. TerrainLOS’ overhead is a function of the number of network nodes as well as the size of the terrain, which can also be thought of as the number of digital elevations used. As described in Section 3.1, calculating the viewshed for one node involves examining each digital elevation on the map. To generate a network graph, the viewshed for each node must be calculated.

We implemented Wang’s Viewshed Algorithm in the COOJA network simulation/emulation platform [24] by loading the DEM corresponding to the deployment region and calculating the viewshed for each node. Once the viewshed is calculated, each node that is both in transmission range and has line-of-sight is added to the network graph. This is done iteratively, so only one viewshed map is stored at any instance in time. This process happens once at the very beginning of the simulation. The network graph will be re-calculated if the transmission distances change or a node changes location. For all overhead calculations all transmission distances and node locations are fixed. The experimental setup we used to evaluate TerrainLOS’ overhead is summarized in Table 1.
Table 1. Experimental parameters for TerrainLOS overhead evaluation.

<table>
<thead>
<tr>
<th>Operating System</th>
<th>Ubuntu 12.04 LTS 32 bit virtual machine</th>
</tr>
</thead>
<tbody>
<tr>
<td>Memory</td>
<td>512MB</td>
</tr>
<tr>
<td>Processors</td>
<td>1</td>
</tr>
<tr>
<td>CPU</td>
<td>1.8GHz Intel Core i7</td>
</tr>
<tr>
<td>Negotiated Link Speed SSD</td>
<td>3 Gigabit</td>
</tr>
<tr>
<td>Virtualization Software</td>
<td>VirtualBox 5.0.26 r108824</td>
</tr>
<tr>
<td>Host Operating System</td>
<td>OSX 10.11.15</td>
</tr>
<tr>
<td>Computer Model</td>
<td>MacBookAir4,1</td>
</tr>
</tbody>
</table>

Fig. 2. TerrainLOS’ memory overhead

When evaluating TerrainLOS’ overhead, we consider both memory and computation. TerrainLOS’ memory overhead is the memory footprint of loading the digital elevation map as well as the memory used to store the viewshed. Each digital elevation of the map and the viewshed is currently being stored as a Java double, which is eight bytes. What we expect is a linear relationship between the number of digital elevations used and the memory footprint.

As discussed in Section 3.1, each digital elevation that we use for this paper is one square arccsecond. From Figure 2, we observe that, as the number of digital elevations, or the area of the map, increases, the memory footprint also increases.

We measure the memory footprint by using the Java runtime object and measure the difference in memory usage before and after creating the TerrainLOS class. The results are as we expect. As an example if we look at an area of 200,000 square arccseconds, or 180km², we would expect to get a memory usage of 200,000*8B, 1.5MB, for the height map and 200,000*8B, 1.5MB for the LOS map, which results in 3MB. This is almost exactly what we see from the graph in Figure 2. To put these results in perspective, the largest map we used in our experiments contains 10,000 digital elevations (10,000 square arccseconds or 9km²). This results in a memory overhead of around 250KB.
To evaluate TerrainLOS’ computation overhead, we measure TerrainLOS’ execution time. More specifically, we measure the time from initialization of the TerrainLOS map to finishing the viewshed algorithm computation for every node in the network. We measure the overhead of the viewshed algorithm using the Java Date object. We use three different areas, 10,000 ($9\text{km}^2$), 50,000 ($45\text{km}^2$), and 1,000,000 ($90\text{km}^2$) digital elevations and varied the number of nodes from 1 to 901 by increments of 100. The results are plotted in Figure 3.

As expected, we observe that, given a fixed area, as the number of nodes increases, the computation time also linearly increases. The slope of each line corresponds to the size of the area. As we increase the area, each node has to perform more computations to calculate the LOS map.

More concretely, the largest simulation we used in our experiments contained 10,000 digital elevations and one hundred nodes. From the graph we observe that this corresponds to approximately tens of milliseconds, which is almost negligible. In fact, when evaluating COOJA simulation run times using 10,000 digital elevation maps, and comparing TerrainLOS against the standard Unit Disk Graph Model (UDGM) propagation model, which approximates communication based on whether two nodes are within a certain distance from each other, often times simulations using TerrainLOS would actually complete faster than the same simulations running UDGM, as the variance in execution time was a larger factor than the overhead of using TerrainLOS.

4 CLASSIFYING TERRAIN

In order to evaluate the effect of terrain on networks and their protocols in a thorough and systematic way, it is critical to conduct experiments over a variety of terrain. To this end, we introduce a terrain classification scheme based on the overall visibility of a terrain map.

By classifying terrain, we can run experiments over a range of terrain types and capture how different terrain affect network protocol performance. For instance, results obtained when using flat terrain should match results using a simple disk model. However, experiments over "hilly" regions should exhibit very different behavior. In the remainder of this section, we describe our
terrain classification scheme. We start by briefly discussing existing work on terrain classification and modeling in order to put our work in perspective.

The work in [14], which evaluated the Durkin’s model in simulation, uses two existing terrain generation tools, namely Terraform [6] and Terragen [4]. They can create terrain based on a given average height and standard deviation. The authors then present a new way to generate terrain using triangular planes.

In our work, we show that terrain can be more accurately modeled using a double Gaussian distribution instead of a height mean and standard deviation. Designing terrain using explicit triangular planes is effective for simple maps such as a hill or a valley, but becomes much more computation-intensive when handling larger, more complex terrain. As described in Section 6, using our statistical Gaussian method to generate terrain is much more cost-effective for larger terrains with many features.

In [16], the Erdos-Renyi random graph model is used to estimate the probability of connectedness on three selected terrain maps. The authors base these calculations on the probability that two nodes will have line-of-sight. In our earlier work, we independently followed similar rationale and strategy, but found this model to be too simplistic. We then propose a double Gaussian distribution based model (see Section 6) which we validate against actual terrain maps.

We model terrain using a double Gaussian distribution, as described in Section 6, but we classify terrain using the **Average Cumulative Visibility (ACV)** of a terrain area. So, given an ACV we can generate a modeled terrain that has a given connectivity distribution based on our double Gaussian model. The ACV is based on the **Cumulative Visibility** as defined in [30]. Cumulative Visibility is how many locations are visible on a map from a singular location. We then define the **Average Cumulative Visibility (ACV)** of a terrain map as the average Cumulative Visibility over all the locations in the map. The ACV is then used to classify a map.

Figure 4 provides a pictorial representation of Cumulative Visibility and Average Cumulative Visibility. The face in each image represents the viewpoint and a green square represents a visible location from the viewpoint. The **Average Cumulative Visibility** is the average of the Cumulative Visibility over all nine locations. In this case we would get an ACV of 48.6%.

### 5 CONNECTIVITY OVER TERRAIN

In this section, we explore network connectivity when considering terrain. This is motivated by our performance study (reported in Section 7) comparing two well-known IoT routing protocols since it is important to be able to control/isolate the effect of network connectivity on network performance.

We consider a network to be *connected* if every node can communicate with every other node on the map through one or more hops. We then evaluate connectivity of a network as a function of the terrain’s ACV using TerrainLOS as the underlying propagation model.

Network connectivity is also a function of deployment density, i.e., the number of nodes in the area under consideration. In our work, we define **density** as the ratio between the number of nodes and the number of digital elevation locations in a given map. For example a density of 1% would mean there is 1 node for every 100 digital elevation locations of the map. A density of 100% would mean there are 100 nodes for every 100 digital elevation locations, i.e. there is 1 node for every digital elevation location. Our method to adjust density was to fix the number of nodes and adjust the map size, i.e., the number of digital elevation locations.

We collected data on at least 150 runs of uniformly random 100 node layouts per ACV and density combination. Terrain was selected by pre-calculating the ACV for a large number of fixed size terrain areas. Then, based on the area we are using we search for the desired ACV map and choose a random selection. Density was adjusted by fixing the number of nodes at 100 and decreasing or...
increasing the size of the simulated area. All simulations are run in COOJA using TerrainLOS and are given enough time to run for a graph of the network to be generated, which is then examined to determine connectivity. We report the number of connected networks, i.e., what percentage of runs generated connected networks (i.e., all nodes can communicate with all other nodes).

In these experiments, we started with a fixed transmission range of roughly 150-250m. However, they resulted in 0% connected networks when the underlying terrain ACV was less than 90%. What we chose to do instead was to set the transmission range to the length of the diagonal of the map thus making every node within transmission range of every other node. The reason we set the nodes’ transmission range to the diagonal of the simulated map is to ensure the network, without accounting for terrain, would be guaranteed to have 100% connectivity, and then when we incorporate terrain we are isolating the effects of terrain on network connectivity, i.e., terrain as the cause for the network not to be connected. While setting the transmission range this high may not practical for real-world applications, as shown in Figure 5b, we still found that the percentage of connected networks is relatively low. The different curves in Figure 5b correspond to the different densities used and, as expected, at lower densities we observe a lower number of connected networks.

6 MODELING TERRAIN

In Section 5, we pre-calculated a large number of terrain areas in order to generate a variety of maps with a wide range of ACVs. However, this method is very time consuming which motivated us to investigate more efficient techniques to build synthetic terrain maps based on the ACV.

As discussed in Section 4, the ACV of a terrain is the average percentage of locations visible across the terrain. For instance, a terrain classified as having an ACV of 10% would mean that on average each location has visibility of 10% of the terrain. As such, a simple way to create a terrain model would be to use the ACV as the probability any two locations on the map are visible from one another. We can then use this simple model to build a terrain map by iterating through all possible links, for example, generating a uniformly distributed random number, and checking if this
random number is less than the ACV, the link is created and the two locations are visible from one another. Note that we assume that links are symmetric which is consistent with Wang’s Viewshed Algorithm; this means that only one chance is given to create a link between any two locations.

The main problem with the model described above is that it is too simplistic and does not resemble reality. More specifically, it tends to predict higher connectedness. The rationale for this is illustrated in Figure 6, which compares the simple model’s distribution of Cumulative Visibility against the observed Cumulative Visibility distribution of a 50% ACV map with $100 \times 100$ elevations.

The latter is obtained by running the Wang Viewshed Algorithm on the average of three 50% ACV maps and recording the Cumulative Visibility at each map location. We then plot the Cumulative Visibility distribution, where each data point represents the percentage of locations with a given Cumulative Visibility of the map.

This simple model uses the ACV to represent the overall visibility of a terrain, which visually results in the "lollipop" seen in Figure 6. But, we observe from experimentation that an area with a given ACV exhibits a certain Cumulative Visibility distribution whose "shape" depends on the ACV. When the Cumulative Visibility distribution is averaged across a map, it results in the ACV of the map. However, as shown in Figure 6, representing an area’s terrain solely by its ACV results in a model that is too simplistic as it leaves out information about important terrain features.

By observing Cumulative Visibility distributions of a large number of terrains with different ACVs, we noticed that the distributions exhibit two peaks. One peak is fixed around 0% to 10% locations visible and the other peak moves depending on ACV. What this tells us is that regardless of ACV, there is always a bit of roughness on a terrain, which as we will see can affect the connectedness of a network. A pictorial representation of the Cumulative Visibility distributions for various ACVs are plotted in Figure 7.

By modeling the observed Cumulative Visibility distribution as two peaks in a two Gaussian model provides considerably more fidelity to reality. The peak from 0% to 10%, which we call the small peak, is fixed across ACV and the other peak, the moving peak, which we can call the large peak, is calculated based on the desired ACV. We also observe that as the ACV increases the spread around the large peak decreases, meaning a larger number of locations have similar visibility as there is less spread.

We then chose to model the fixed small peak using a Gaussian with a fixed mean and variance, i.e., the small peak is the same regardless of ACV. In order to adjust the contribution of each Gaussian
to the overall distribution, we use a ratio to determine how frequently we draw from each Gaussian. For example if we set a ratio of 2:1 between the large- and small peaks, the former will be drawn from twice as often. The net effect is that when graphed as a Cumulative Visibility distribution the large peak will be twice as big as the small peak.

The large peak’s mean and variance are calculated as a function of the ACV. The mean is equal to the ACV and the variance decreases linearly as the ACV increases in order to have the effect that the large ACV peak becomes narrower as the ACV increases.

Let us represent a Gaussian function using the notation $\phi(\mu, \sigma)$, where $\mu$ is the mean of the Gaussian function and $\sigma$ is the standard deviation of the Gaussian function. And at each calling of the Gaussian function a random sample is drawn from the Gaussian distribution defined by $\mu$ and $\sigma$. Let us also define a function $p()$ that generates a uniformly distributed random number between $[0, 1)$. We can then define a function $\text{Generate}_CV(\text{acv})$ that generates a Cumulative Visibility given an ACV as follows:

$$
\text{Generate}_CV(\text{acv}) =
\begin{cases}
\phi(5, 5) & \text{if } p() < \frac{1}{21}, \\
\phi\left(\frac{21}{20}\text{acv} - \frac{5}{20}, 20 - \frac{2}{10}\text{acv}\right) & \text{if } p() \geq \frac{1}{21},
\end{cases}
$$

(1)

where the constants $21/20$, $5/20$, $2/20$, and $1/21$ were determined empirically.

A Cumulative Visibility is assigned to each location by calling the $\text{Generate}_CV$ function given an ACV. But the Cumulative Visibilities may not be feasible. For instance if one location on the map is assigned a Cumulative Visibility of 0% and the remainder of the locations are assigned 100% it is obviously not feasible to achieve both. We handle this by doing a best effort attempt by sorting the locations from highest to lowest Cumulative Visibility, picking the location with the highest Cumulative Visibility that has not yet been assigned links between other locations, and attempting to create a link between this location and the remaining locations in the sorted location list in order of highest to lowest Cumulative Visibility. A link is formed if both locations are below their assigned Cumulative Visibility and a location is removed from the list if it reaches the assigned Cumulative Visibility or has attempted to form a link with all remaining locations in the sorted list.
We go through a few additional steps to make our model accurate. For instance, the Wang Viewshed Algorithm forces all locations to have visibility of their immediate eight neighbors. It also requires all links to be symmetric, i.e. if location A is visible from location B, location B is visible from location A. Our model also enforces these rules. Using our Generate.CV(aco) function with the rules described above, we can generate a modeled terrain map given an ACV as follows:

1. Iterate through every location on the map and assign a Cumulative Visibility based on the function Generate.CV(aco) for the respective ACV and create a link between all immediate neighbors.
2. Sort locations from highest to lowest Cumulative Visibility.
3. Choose the location with the highest Cumulative Visibility and attempt to form a link with all remaining locations. Create a link if both locations are below their respective Cumulative Visibility threshold.
4. Remove current location from sorted list and repeat step 3 until there are no more locations.

Figure 7 plots the Cumulative Visibility distribution resulting from our model against the Cumulative Visibility distribution of actual terrain maps with a given ACV. We compare the model distribution to the experimental using the Kolmogorov-Smirnov Statistic, which is the largest distance when comparing two Cumulative Distribution Functions (CDF). In our case the CDF is the Cumulative Cumulative Visibility distribution, which means a point represents the chance a Cumulative Visibility drawn from the respective Cumulative Visibility distribution is less than or equal to the Cumulative Visibility selected. The Kolmogorov-Smirnov (KS) Statistic is also plotted in Figure 7 as the red line that appears in the CDF graphs. We achieve less than a 0.5 Kolmogorov-Smirnov Statistic across ACV as shown in Figure 7f.

The “experimental” curves are obtained by averaging three terrain maps with one hundred by one hundred elevation points, while the “model” curves plot the Cumulative Visibility distribution resulting from the model we created.

We use the proposed Cumulative Visibility distribution based connectivity model to check network connectedness. We first generate a map based on our model and then randomly place nodes on the map following a given density, i.e., the number of nodes per map location. For instance, a density of 1% means there is one node for every one hundred map locations. As discussed in Section 5, we set the nodes’ transmission range greater than the length of the map’s diagonal allowing every node the possibility of communicating with every other node if they are visible to one another based on TerrainLOS. This is a best-case scenario where only the terrain plays a role in establishing connectivity.

We then say that the resulting network is connected if every node has a path to every other node. Figure 5a plots the average network connectedness as a function of the ACV for different densities, where each data point is the average of 1,000 random layouts. In Figure 8, we compare network connectedness resulting from our model against results obtained experimentally, as explained in Section 5. We observe that, even though there are discrepancies between experimental and predicted network connectedness per our model, as shown by the error represented by the vertical red lines for the different data points in the graph, network connectedness resulting from our model tends to exhibit similar trends as experimental connectedness.

As part of future work, we plan to compare the performance of routing protocols using our ACV model to generate terrain against actual terrain with a given ACV.

7 PERFORMANCE OF IOT ROUTING OVER TERRAIN
In this section, we evaluate how terrain affects the performance of network routing. In particular, we compare RPL [29] and ORPL [12], two well-known sensor network and IoT routing protocols.
Fig. 7. Model distributions compared to experimental
In fact, RPL is considered the current de-facto routing protocol standard for the Internet of Things (IoT). We start by briefly describing the two protocols and highlighting the differences between them.

7.1 RPL and ORPL

RPL was designed for sensor networks where the majority of nodes are sensing data and periodically reporting to a sink node. In these types of networks energy is critical as the sensor nodes are generally battery powered. There is usually a tradeoff made between energy conservation and latency.

In RPL the routing layer is formed as a tree, where the sink is the root. What follows is that every node has one parent. As long as data is being reported infrequently, as is the typical case in sensor networks, the parent nodes will not have to drop packets. In addition, energy is conserved as the only nodes that consume power when delivering a packet are on the path to the sink. We will see how ORPL uses a different method.

ORPL [12] is an opportunistic routing protocol. Unlike RPL, ORPL allows nodes to have multiple parents. In a dense network ORPL should perform better as the routing layer can take advantage of the opportunistic nature of the network. One would assume this would improve latencies, but at the cost of energy consumption. But in the paper published by Duquennoy et al. [12], the authors showed that ORPL not only improved latency, but also decreased energy consumption. We will discuss the experiments performed in their paper as well as how our simulations differ when we discuss our results.

Using TerrainLOS we can compare these two routing protocols over terrain and examine when it is better to use RPL or ORPL. These types of simulations can be applied to any two protocols, but we use RPL and ORPL as a case study.

7.2 Experimental Methodology

Most evaluations of networks and their protocols designed for outdoor deployment do not account for terrain unless they are deployed in the field. The goal of our experiments are to consider the effects of terrain when testing and evaluating core network functions such as routing in network simulation/emulation platforms. To demonstrate the role of terrain-aware communication on network performance, we use our implementation of TerrainLOS in COOJA (as described in
Section 3) and compare the performance of two well-known IoT routing protocols, namely RPL and ORPL, both of which are described below. As noted previously, since TerrainLOS targets outdoor IoT deployments, we implemented it in the COOJA experimental platform as it is designed to simulate/emulate IoT networks and their protocols. COOJA also implements both RPL and ORPL. While we implemented TerrainLOS in COOJA, it can be ported to any other network simulation/emulation platform.

Our simulations were inspired by Duquennoy et al. [12] where ORPL was first proposed and we use the results from their paper as a reference point for our experiments and results. We also ensure that all networks used in our runs are 100% connected. This is a new methodology when compared to the experiments run in our previous paper. Duquennoy et al performed their experiments using the Indriya testbed [10], which uses 139 TelosB motes (135 motes were available during their experiments) running the Contiki operating system spread across three floors of an office building. The authors compared ORPL against RPL, CTP, ORW, and LWB using both low average degree and a high average degree scenarios, where degree is given by the number of direct links (or edges) connecting a node (or a vertex) to other distinct nodes.

The authors also compare three different routing scenarios: upwards routing, downwards routing, and any-to-any traffic. All experiments were run for one hour. The Upwards routing scenario is when nodes send traffic at a given periodic interval to a data collection site called the sink. The downwards routing scenario is when the sink node sends traffic at a given periodic interval to a random node. The any-to-any traffic scenario is when a random node sends to a different random node at a given periodic interval.

In our experiments, we examine the upwards routing application where all nodes send to a sink node since it is the most typical sensor network/IoT scenario. Every node sends a 64B packet periodically at a uniformly random time in the subsequent four minute window to a sink node. We use the same implementation of RPL and ORPL, which was provided by the authors at https://github.com/simonduq/orpl. COOJA's MAC layer uses the ContikiMAC with a wakeup interval of 500ms which is the amount of time a node sleeps before waking up and forwarding messages. It also determines the length of time a node must transmit to guarantee that a node will hear the transmission and forward the message if applicable. COOJA's ORPL uses a weight of 0.5 as that was found to have the best performance by Duquennoy et al. The ORPL weight is a value typically from 0 to 1 that determines whether a node forwards a message. This parameter is needed for ORPL and not RPL as ORPL is opportunistic and any node within transmission range of a given node can potentially forward the message. The weight is essentially a way to make sure that only nodes closer to the destination will forward the message.

The difference between our experiments and the ones conducted by Duquennoy et al. [12] is that we are simulating using COOJA instead of using a testbed. We also use 100 nodes instead of 135. By using 100 nodes we bring the network load to 0.41 packets/sec instead of 0.56 packets/sec used in the Duquennoy et al. paper. We vary the ACV of the simulation to change the network average degree as opposed to the transmission power, which was used by Duquennoy et al. A summary of our experimental setup highlighting the difference between our experiments and the ones conducted in Duquennoy et al is provided in Table 2. In addition, the Indriya testbed is an indoor testbed instrumented in a multi-story building, this means it is possible to have multiple nodes at different heights at the same (x, y) coordinate. This is not possible using TerrainLOS. If two nodes are at the same (x, y) coordinate in TerrainLOS they also have the same height.

We use the Duquennoy et al. results as reference, but our main goal is to show how we can use TerrainLOS to evaluate protocols over varying terrain. As such, we do not expect our results to match the experiments by Duquennoy et al. as the experimental methodology and scenarios are different.
Table 2. Experimental Setup

<table>
<thead>
<tr>
<th></th>
<th>Let The Tree Bloom</th>
<th>TerrainLOS Corner</th>
<th>TerrainLOS Center</th>
</tr>
</thead>
<tbody>
<tr>
<td>Motes</td>
<td>135</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>Experiment Type</td>
<td>Indriya Testbed</td>
<td>COOJA Simulation</td>
<td></td>
</tr>
<tr>
<td>Application</td>
<td>Upwards</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Packets/sec</td>
<td>0.56 packets/s</td>
<td>0.41 packets/s</td>
<td></td>
</tr>
<tr>
<td>Layout</td>
<td>Indriya Testbed</td>
<td>Uniform Random</td>
<td></td>
</tr>
<tr>
<td>Duration</td>
<td>One Hour</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low Average Degree (30% ACV)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diameter</td>
<td>9.8</td>
<td>11.3</td>
<td>9.0</td>
</tr>
<tr>
<td>Degree min</td>
<td>1.0</td>
<td>1.0</td>
<td>1.3</td>
</tr>
<tr>
<td>Degree avg</td>
<td>9.3</td>
<td>9.3</td>
<td>10.6</td>
</tr>
<tr>
<td>Degree max</td>
<td>24.0</td>
<td>18.0</td>
<td>21.7</td>
</tr>
<tr>
<td>Mid-Low Average Degree (60% ACV)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diameter</td>
<td>NA</td>
<td>7.7</td>
<td>8.7</td>
</tr>
<tr>
<td>Degree min</td>
<td>NA</td>
<td>1.3</td>
<td>1.3</td>
</tr>
<tr>
<td>Degree avg</td>
<td>NA</td>
<td>10.5</td>
<td>10.9</td>
</tr>
<tr>
<td>Degree max</td>
<td>NA</td>
<td>21.3</td>
<td>22.3</td>
</tr>
<tr>
<td>Mid-High Average Degree (90% ACV)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diameter</td>
<td>NA</td>
<td>6.3</td>
<td>6.3</td>
</tr>
<tr>
<td>Degree min</td>
<td>NA</td>
<td>3.7</td>
<td>3.3</td>
</tr>
<tr>
<td>Degree avg</td>
<td>NA</td>
<td>16.7</td>
<td>15.7</td>
</tr>
<tr>
<td>Degree max</td>
<td>NA</td>
<td>27.0</td>
<td>26.0</td>
</tr>
<tr>
<td>High Average Degree (100% ACV)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diameter</td>
<td>5.7</td>
<td>6.0</td>
<td>6.0</td>
</tr>
<tr>
<td>Degree min</td>
<td>3.0</td>
<td>5.0</td>
<td>4.0</td>
</tr>
<tr>
<td>Degree avg</td>
<td>17.1</td>
<td>17.4</td>
<td>17.4</td>
</tr>
<tr>
<td>Degree max</td>
<td>33</td>
<td>27.0</td>
<td>27.0</td>
</tr>
</tbody>
</table>

We chose to use a density of 30%, i.e. there are 30 nodes for every 100 map locations. We chose a density of 30% as it has a similar range of average degree across ACV to compare to the ORPL results. We then vary the ACV to get a range of average degree. We only use networks that are fully connected. What we expect is that at low ACV, where the average degree is lower, RPL will have better performance in general, and at high ACV ORPL will have better performance, since the average degree is higher, which means there is a larger amount of opportunism.

Multiple simulations were run with 100 randomly placed stationary nodes for one hour of simulated time. Each node’s transmission range was set to the diagonal of the simulation area, which may not reflect real-world deployments, but was chosen in order to achieve a connected network as discussed in Section 6. In our results, each data point is an average over all 100 runs.

We ran two scenarios, one where the sink is placed in a corner of the simulation area, a typical sensor network layout where the sink is located in an area with infrastructure and the remaining nodes are placed in an area that is infrastructure-less, such as a forest. The other scenario has the sink in the center of the simulated area, where the sink would have the smallest distance to every node.
We analyze five different metrics: packet delivery ratio (PDR), latency, energy consumption, duplicates, and transmissions. We measure PDR by counting the number of packets received divided by the number of packets sent. We measure energy consumption based on the percentage of time the radio is on for each node, which in previous work was shown to correlate directly with energy usage and is platform independent [12]. We measure duplicate traffic by recording at each hop per packet the amount of transmissions for the packet to be transferred, which includes collisions. If a future transmission reports a hop previously recorded this is counted as duplicate traffic. Duplicate traffic is also counted if a transmission reports a hop greater than the number of hops it takes to reach the destination. Transmissions is the total number of transmissions per simulation.

7.3 Results
We plot the five metrics as a function of the ACV in Figures 9, 10, and 11. We use a range of ACVs, namely 30%, 60%, 90%, and 100%. Each data point is averaged over five or more runs and the error bars represent one standard deviation.
Fig. 11. Energy, Duplicates, and Transmission Analysis
By varying the ACV, we show how terrain affects routing protocol performance. As reference we compare our results to the original ORPL paper, when data was available (labeled by “ltb_” for Let the Tree Bloom, the title of Duquennoy et al.’s paper). Note that often only one or two data points were available. The ORPL paper was not run over ACV classified terrain, so we instead correlate points on our graphs based on the average degree of the experiments, which can be seen in Table 2.

The PDR, shown in Figure 9, remains above 96% across all runs using either RPL or ORPL as the routing layer. When compared to Duquennoy et al, our results show that RPL and ORPL have very similar PDRs, except at 30% ACV in the corner sink layout, where ORPL has a drop in PDR, although there is a 4% standard deviation between runs. Duquennoy et al show RPL has a consistently lower PDR, which differs from our results. One thought on why our results differ could have to do with random drops in the network. When we simulate we always use a 100% transmit and receive success rate. In other words, in our experiments, the only way a packet will be dropped is because of a collision.

If we instead consider transmission losses, it is possible our results would more closely resemble the results from the Duquennoy et al. paper. However, we should again point out that we are using Duquennoy et al.'s results only as reference and not necessarily as a comparison baseline as our experimental platforms are considerably different. Furthermore, our goal here is to demonstrate how terrain can significantly impact network performance for outdoor deployments and thus the importance of accounting for terrain when evaluating networks and their protocols.

Figure 10 plots our latency results which are exactly as we expect. ORPL consistently yields lower latencies as it can take advantage of opportunism. Note that as the ACV decreases, which decreases the average degree and therefore the opportunism, latency increases. The corner sink scenario has higher overall latencies as the average distance to the sink is larger as a whole. Our latency results are comparable to Duquennoy et al.

Energy consumption, plotted in Figure 11, increases as the number of transmissions increase. As the transmissions increase ORPL much more rapidly has increased energy consumption. ORPL also has a higher rate of transmissions as it is opportunistic, which can be seen as the amount of duplicates increase with ACV. These results differ than those presented by Duquennoy et al. and in fact are the opposite. We find that ORPL uses more energy than RPL in all our scenarios. This could be from the reduced network load or because the simulations are not taking into account random drops. As expected we do see that the scenarios where the sink is in the corner, more energy is consumed as packets on average have a longer path to follow.

All the metrics we measure do vary with ACV. This makes sense because at lower ACVs, average degree per node is lower, which affects routing performance. We thus show that terrain should be an important consideration when evaluating networks, their applications and core functions intended for outdoor deployment. We argue that TerrainLOS is an excellent propagation model to use when evaluating IoT core networking functions and applications using simulations as it takes terrain into account and does not significantly affect simulation time or memory overhead as shown in Section 3.3.

8 Conclusion and Future Work

In this paper, we introduced a new propagation model called TerrainLOS that uses real terrain height data to determine the connectivity of a network. We implemented our model in COOJA in order for IoT applications to simulate outdoor scenarios more accurately.

We created our own classification of terrain using Average Cumulative Visibility (ACV) and proposed a novel model to generate a terrain given an ACV. Using TerrainLOS we compared network connectivity using our terrain model against real terrain with the same ACV and found similar trends. We used TerrainLOS to evaluate two IoT routing protocols, RPL and ORPL, and
compare their performance over various classes of terrain. We find that when compared to RPL, ORPL is able to achieve lower latencies at a cost of higher energy consumption across terrain.

In future work, we plan to compare TerrainLOS against existing signal strength data, e.g., [19]. We will also explore how to compare TerrainLOS results with existing implementations of terrain-aware propagation models such as those listed in Section 2. Additionally, we plan to compare routing protocols using our model of terrain for different ACVs against using real terrain with same ACVs.
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